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Abstract

Named-Entity Recognition(NER) is an important task in the field of Natural Language Processing

(NLP). It plays a vital role for further work in this field ranging from information extraction to

text summarization and question answering. NER in the field of Bengali language is ever more

important because of the recent growth in digital content in Bengali. This report presents a com-

prehensive study that underscores the critical importance of NER in Bengali. We have developed

an annotated dataset of 52,200 sentences tagged using 10 different named-entity tags, subsequently

refined through validation to approximately 31,000 sentences. Employing BanglaBERT as a base-

line model, we achieved a macro average F1 score of 0.6707 on the validated data, indicating scope

for further improvement. Additionally, through collaboration with the B-NER dataset, our com-

bined dataset yielded an F1 score of 78%, emphasizing the significance of data fusion in advancing

Bengali NER research.

Keywords: NER, BanglaBERT
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Chapter 1

Introduction

Bangla, a language spoken by millions and sixth most widely spoken language by total number of

speakers [2] has experienced a remarkable surge in digital content creation. This surge not only

reflects the rapid growth of Bangla’s digital landscape but also underscores the expanding reach and

significance of this language in the modern world. As technology continues to touch the lives of

diverse communities, the role of Natural Language Processing (NLP) in Bangla becomes ever more

vital. NLP in Bangla empowers inclusive and accessible technology, ensuring that advancements

are not limited to a select few, but extend to a broader spectrum of users.

At the heart of NLP lies Named Entity Recognition (NER), a task of paramount importance.

NER involves identifying and classifying named entities like names of individuals, locations, or-

ganizations, time, drug [3], disease [4], gene, facility, brand and so on. This process, while crucial

for information extraction, extends its influence to different downstream tasks like topic modelling

[5], domain specific chatbot building [6], conference [7], and anaphora resolution. It underpins

information retrieval, aids in extracting pertinent data, enables context comprehension, generates

personalized recommendations, supports Information Extraction via relation identification, con-

tributes to Text Summarization [8–10], Question Answering [11, 12], Machine Translation [13]

and even assists in topic detection. NER is a cornerstone in the development of NLP, unraveling

new possibilities in language understanding and utilization.

There are several variants in the way Bengali words are formed, and the language has a vast
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Problem Sentence
Multiple Meaning 1. েগালাপ ফুল(flower) সুন্দর।

2. ফুল(the word "full" in transliterated text)সং ডাউনেলাড করুন।
3. আহাদ আলী সরকার(a person's name)।
4. আওয়ামী লীগ সরকার(government) সফলভােব দািয়তব্ িট পালন কেরেছ।

Multiple Expression 5. উিনশয্ একাত্তর সােলর ২৬ েশ মাচর্ এই ববর্র হামলা সংঘিটত হয়।
6. ১৯৭১ সােলর ২৬ েশ মাচর্ এই ববর্র হামলা সংঘিটত হয়।

Table 1.1: Sample of challenging sequence

vocabulary [16]. Furthermore, Bengali phrases’ varied word choices complicate their syntactic and

semantic structures. Due to this kind of variation, Bengali NER tasks are very challenging. Table

1.1 provides some sequence examples and provides insight into the Bengali language and how it

contributes to the difficulty of NER assignments. One of the biggest benefits of English NER is

the capitalization of nouns. Bengali does not use the concept of capitalization like English does.

Additionally, depending on the context of the word sequence in Bengali, a single word may have

several meanings. The first two pairs of sentences in Table 1.1 represent the problem of multiple

meanings. In sentence 1, the token ফুল refers to a flower’s name, whereas in sentence 2 the same

token is used to refer to an English word in Bangla form to download the full song. In sentence 3,

the token সরকার is used as the person end name while in sentence 4 the same token indicates the end

of the organization name. The use of idiom makes Bengali text incomprehensible for machines. In

sentence 5, the tokens উিনশেশা একাত্তর indicates a time expression whereas in sentence 6, the single

token ১৯৭১ also indicates a time.

In the pursuit of enhancing NLP’s capabilities for Bangla, our work embarks on a journey with

two pivotal objectives. Our first goal is to construct a robust Named Entity Recognizer, one ca-

pable of comprehensively identifying and classifying entities within Bangla text. To support this

endeavor, we are curating a rich dataset that encapsulates the linguistic nuances and intricacies of

the Bangla language. The dataset consists of texts from varying domains making it a balanced and

rich one. However, our ambition does not end with data collection. Our second goal involves refin-

ing this dataset, strengthening its annotations, and exploring model architectures that can leverage

its potential to the fullest. Through meticulous efforts, we aspire to present a tool that not only
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uplifts NLP in Bangla but also inspires further studies and innovations in this field.
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Chapter 2

Literature Review

The inception of Bangla Named Entity Recognition (NER) saw limited progress prior to 2008.

Asif Ekbal and his collaborators initiated significant advancements during the period from 2007

to 2009. Their pioneering research marked the commencement of NER exploration within the

Bangla language. Utilizing newspaper data, their efforts led to the development of machine learning

models, including Hidden Markov Models (HMM) [14], Support Vector Machines (SVM)[15],

Conditional Random Fields (CRF) [16], and Maximum Entropy (ME) [17]. Notably, the focus

of these initial models was on entities such as Person, Location, Organization, and Object. It

is noteworthy that Asif Ekbal’s approach employed a word or token-based strategies rather than

sentence-based ones. Despite their contributions, limitations in terms of dataset accessibility and

source diversity were apparent. Moreover, it’s important to emphasize that the early stages of

Bangla NER primarily embraced machine learning models, as deep learning approaches had not

yet entered the scene.

Chowdhury et al. (2018) [18] played a pivotal role in advancing Bangla Named Entity Recog-

nition (NER). Their study marked a new phase by focusing on a dataset encompassing 2,137 sen-

tences. In an effort to broaden entity recognition, they extended the scope to include 7 categories.

Their innovative approach hinged on the integration of Part-of-Speech (POS) tagging to refine

entity classification. However, challenges emerged: their strategy inadvertently tagged pronouns

like ’who’ and ’doctor’ as ’person’ entities, and ’organization’ entities suffered from inconsistent

tagging. Despite these hurdles, Chowdhury et al.’s work laid the groundwork for refining entity
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recognition approaches in the future.

In 2019, Rifat et al. [19] contributed significantly to the field of Bangla Named Entity Recog-

nition (NER). Their study introduced a sizable dataset encompassing 96,697 tokens, including

punctuation, aimed at capturing a broader linguistic range. However, the study faced challenges

due to mixed tagging methods, involving both manual and rule-based automatic tagging. This

hybrid approach introduced potential errors, impacting the accuracy of entity recognition. Addi-

tionally, the study highlighted issues of overgeneralization, where generic terms like ’country’ and

’time’ were erroneously tagged as named entities. Rifat et al.’s work emphasized the complexities

of expanding Bangla NER and underscored the importance of precise annotation methodologies.

Karim et al. [20] contributed significantly to Bangla Named Entity Recognition (NER), pre-

senting a substantial dataset of 71,284 sentences. This dataset drew from diverse sources, including

Wikipedia and online newspapers, ensuring a robust representation of linguistic contexts. Their ap-

proach extended recognized entity categories to four basic entities and introduced the ”Adhikery”

annotation management tool. Methodologically, they employed Deep Convolutional Networks

(DCN) and Bidirectional Long Short-Term Memory (BiLSTM) models, showcasing the potential

of deep learning. However, the study grappled with limitations due to automatic tagging, leading

to inconsistencies and inaccuracies in labeling. Karim et al.’s work emphasized the importance of

addressing tagging challenges for accurate entity recognition in Bangla.

The landscape of Bangla Named Entity Recognition (NER) has seen remarkable advancements,

particularly in recent years. Ashrafi et al. (2020) [21] contributed significantly by harnessing the

dataset introduced by Karim et al., employing a BERT-based deep neural network with a CRF

layer. Their sophisticated approach underscored the synergy between deep learning and sequential

modeling techniques.

In 2023, the B-NER project led by Haque et al. [22] took a comprehensive approach to dataset

construction and validation. Their dataset, derived from newspapers, blogs, forums, and Wikipedia

pages, was manually annotated and verified by linguistic experts. Covering a diverse range of 8
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entities using the IOB tagging scheme, the B-NER project emphasized the importance of both

meticulous data collection and rigorous validation.

These recent works exemplify the convergence of advanced methodologies and high-quality

datasets, with Ashrafi et al. showcasing the potential of BERT-based models and B-NER empha-

sizing the necessity of rigorous annotation. As the field continues to evolve, the integration of

state-of-the-art techniques and robust datasets will be pivotal in achieving precise entity recogni-

tion in the Bangla language.

Looking forward, the challenges of dataset size, imbalance, model transparency, and compre-

hensive entity coverage remain important avenues for further exploration. Future research endeav-

ors will likely focus on refining these aspects to continue pushing the boundaries of Bangla NER.

The table 2.1 shows a summary of the aforementioned works, their approaches and their re-

spective best performance metrics.

Study Model Performance Metrics
Ekbal et al HMM CRF SVM ME F-92.28% R-93.98% P-90.63%
Chowdhury et al. LSTM CRF R-0.67 P-0.78 F-0.72 (Best Model)
Rifat et al. BGRU + CNN R-72.27% P-73.32% F-72.66%
Karim et al. DCN-BiLSTM R-58.62% P-68.95% F-63.37%
Ashrafi et al. BERT + BiLST+CRF+CW Micro F-90.64% Macro F-65.96% MUC F- 72.04%
Haque et al. BanglaBERT mBERT Macro-F1 - 0.74 R-0.76

Table 2.1: Comparison between different approaches and their respective performance metrics in
related studies
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Chapter 3

Dataset

3.1 Data Source

The entire dataset we collected initially consisted of 78,595 Bengali sentences. After checking for

duplicates, a portion of the data has been discarded, and our final set of sentences includes 73,581

sentences. This dataset comprises sentences from some well-known benchmarking datasets. Table

3.1 provides a thorough summary of the sources. The majority of the sentences were gathered

from the ’SUPara: A Balanced English-Bengali Parallel Corpus’ [23] - 6,5847 sentences from the

training set, and another thousand sentences combined from the development and test sets. The

other sources used here are the Tatoeba dataset and the Rising News dataset.[24]

Data Source Sentence Count
SUPara Training set 65,847
SUPara Development set 500
SUPara Test set 500
Tatoeba Development set 2,637
Tatoeba Test set 2,500
Rising News Development set 597
Rising News Test set 1,000

Table 3.1: Data sources for our final dataset and the number of sentences collected from each source

The dataset we collected are diverse in nature due to the fact that these sentences have been

gathered from various domains. SUPara, which is the major source of our data is a balanced dataset
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with texts from five domains - literature, journalistic texts, instructive texts, administrative texts and

texts treating external communication. In the field of NLP and particularly for NER, a balanced

dataset is considered an important asset. It enables our dataset to have different named entities com-

ing from a great variety of domains. The diversity of the datasets, stemming from various domains,

enhances the versatility and generalizability of our named entity recognition (NER) models. This

diversity equips our models to excel in recognizing named entities across a wide range of subject

matters, ensuring their robustness and effectiveness in real-world applications.

The following table in the figure 3.1 shows the two-level typography of SUPara.

Figure 3.1: SUPara’s two-level typography, adapted from Mumin et Al.(2012)

Our dataset selection process was guided by another critical factor that underscore the quality

and applicability of our research. That is, the datasets we curated are characterized by their minimal

noise content, contributing to the precision and reliability of the named entity annotations. This

quality control measure ensures that the data is highly trustworthy, setting a strong foundation for

accurate NER model development.
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3.2 Data Annotation

3.2.1 System Development

As a part of the dataset creation process, we have designed and developed a system for sentence-

level human annotation, namely the SUST CSE NER Annotation Tool. The tool serves as a robust

platform for annotators with distinct profiles to contribute collaboratively on the manual annotation

process. A brief description of different aspects of the tool is given below:

1. Tools and Frameworks

Table 3.2 shows the tools and frameworks used for the development of the SUST CSE NER

Annotation Tool.

Technology Tools/Frameworks
Frontend Next.js
Backend Next.js API Routes
Design Library Mantine.dev
Database MongoDB
Deployment Vercel

Table 3.2: System Development Environment for SUST CSE NER Annotation tool

2. Roles

• Admin

The Admin can assign annotators, load data and overlook the annotation process. Ad-

min has access to all the annotated data to edit (fig 3.2b) , and also has both a high level

view and a detailed view of all the annotator’s respective annotation statistics (fig 3.2c

and 3.2d). The admin can manually enable and disable a particular annotator (fig 3.2a)

if some issue arises regarding the quality of annotations.

• Annotator

The annotators have access to the sentences to tag, and their respective annotation statis-

tics.
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(a) Annotator Assignment Page (b) Annotated Sentences List

(c) Annotator Leaderboard (d) Detailed statistics of a user

Figure 3.2: Screenshots of Different System Pages for Admin

3. Annotation Workflow

Every annotator possesses individual profiles. The administrator has the ability to manually

activate or deactivate specific annotators. Once an annotator logs into the system, they are

presented with a sentence for annotation. The sentence is presented at the top of the interface,

followed by the arrangement of tokens on the screen. Subsequently, the annotator labels

the sentence in accordance with the guidelines outlined on the website. Upon completing

the annotation of a sentence, the annotator proceeds to annotate the subsequent one. The

annotation is demonstrated in the figure 3.3

3.2.2 Tag Descriptions

In the landscape of Named Entity Recognition tasks, several tagging schemes have gained widespread

usage. Notably, the IOB (Inside, Outside, Beginning) and IOBES (Inside, Outside, Beginning,

End, Single) schemes are well-known frameworks employed to classify tokens into specific named

entity categories, such as ”person,” ”location,” and ”organization.”

-10-



(a) Annotator Interface - Sentence Annotation (b) Annotator Interface - After Tagging

Figure 3.3: Screenshots of Annotator Interface

In the context of our study, we have the tagging scheme referred to as the IOBE (Inside, Outside,

Beginning, End) scheme. This is similar to the IOBES tagging scheme with the alteration that the

single entities are marked as the beginning entities. Table 3.3 represents a complete list of tags

used in our work with their respective implications and examples in sentences.
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Entity

Name

Description Example

B-PER The word is the name of a person.
জািহদ (B-PER) েহােসনও একজন ৈবমািনক।

If there are multiple words that represent a sin-

gle person, the first word will be tagged as ”B-

PER”. If the name consists of only one word,

it will be tagged as ”B-PER”

আমােদর পৰ্ামাণয্িচেতৰ্ টমাস (B-PER) িডক্সটার বেল-

েছন,আমরা সবাই িবল(B-PER)েগটস হেত পাির না।

I-PER All the words in a person’s name,
পািটর্র েচয়ারময্ান েগালাম েমাহাম্মদ(I-PER) কােদর

except the first and the last one.
E-PER The last word in a person’s name.

তার নাম জাহানারা েবগম(E-PER)�
B-ORG The first word in the name of

শাহজালাল (B-ORG) িবজ্ঞান ও পৰ্যুিক্ত িবশব্িবদয্ালয়
an organization or institution.

এবছর িদব্তীয়বােরর মেতা অনুষ্ঠানিট আেয়াজন করেত

যােচ্ছ।
I-ORG All words except the first and the

বাংলােদশ পৰ্েকৗশল(I-ORG)িবশব্িবদয্ালেয়র স্থাপতয্-

িবদয্ার
last one in the name of an organization

স্নাতক পযর্ােয়র িশক্ষাথর্ীেদর পৰ্াকৃিতক ভূ-দৃশয্
or institution.

স্থাপতয্িবদয্ার দুিট েকাসর্ পড়ােনা হয়।
E-ORG The last word in the name of an

ইউিনয়ন পিরষেদর(E-ORG)কাযর্কাল ৫ বছর।
organization or institution.

গালর্ গাইড(E-ORG)একিট অরাজৈনিতক এবং

সমাজেসবামূলক যুব আেন্দালন।
LOC The word represents a location or

বাংলােদেশর (LOC)অভয্ন্তের ভারেতর (LOC)
a physical place.

১১১িট ও ভারেতর (LOC)অভয্ন্তের

বাংলােদেশর (LOC)৫১িট িছটমহল রেয়েছ।
TIME The word specifies a time or event.

গত বসেন্ত (TIME)তার সােথ আমার েশষ

েদখা হেয়িছেলা। সাতচিল্লেশর (TIME)েদশভােগর

পেরই শুরু িছটমহল আখয্ােনর।
OBJECT The name of an item or any object.

িডনার েসট (OBJECT)েকনায় চােমলী

েকান িবষয়িট িবেবচনা কেরেছন?
OTHERS The word that does not belong to

সরকার তাও (OTHERS)কেরিন (OTHERS)�
any Name Entities.

Table 3.3: Entity Tagging Examples
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3.3 Data Validation

Data validation, especially the validation of annotations, is of paramount importance in ensuring the

reliability and credibility of our curated dataset. Every sentence within our current dataset has been

meticulously tagged by a single annotator. However, to guarantee the accuracy and consistency of

the annotations, a rigorous validation process is essential.

To accomplish this, we are undertaking a comprehensive validation process by re-tagging all

sentences within the dataset. This time, we are employing well-established metrics like Cohen’s

Kappa to gauge the inter-annotator agreement of the annotations. This approach involves having

multiple annotators independently re-tag the sentences. The resulting inter-annotator agreement

score provides valuable insights into the degree of consistency among annotators, thus serving as

a measure of annotation quality.

By engaging in this validation process, we aim to identify and rectify any discrepancies or

inconsistencies that may have arisen during the initial annotation phase. The validation effort not

only ensures that our dataset maintains a high standard of quality but also enhances the reliability

of the annotations for downstream applications.

3.4 Data Description

3.4.1 Annotated Data

In this subsection, we represent a comprehensive analysis of our annotated dataset shedding light

on key patterns, trends, and observations. Following is an analysis of our annotated dataset which

contains 52,124 sentences in total.

1. Sentence Length Distribution:

In this analysis, we delve into the distribution of sentence lengths within our annotated

dataset. By examining the variation in sentence lengths, we gain insights into the linguistic

characteristics of the text and uncover potential patterns that might influence named entity

annotation. Our statistics reveal that the minimum word count for sentences was 1, and the

word count even ranges up to 125 words for the sentences. Almost half of the sentences

have the word count of below 30. The figure 3.4 further demonstrates the sentence length
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distribution of our dataset.

Figure 3.4: Sentence length distribution of the whole dataset.

2. Quantifying Named Entities:

One of the key aspects of our data analysis involves quantifying the occurrences of named

entities and comparing them to non-named entities. By numerically assessing the preva-

lence of different entity types, we can better understand the composition of our dataset and

its relevance for various natural language processing tasks. The figure 3.5 shows that the

occurrence of named entities are significantly lower than non named entity tokens.

3. Distribution of Named Entity Categories:

In this analysis, we focus on the distribution of different named entity categories present in

the dataset. By categorizing entities into classes such as person, organization, location, and

-14-



Figure 3.5: Ratio of Named Entities vs Non-NE tokens in the dataset.

others, we obtain insights into the prominence of each category and its potential impact on

downstream applications. The figure 3.6 demonstrates the relative occurrences of each tags

in the text.
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Figure 3.6: Distribution of each type of tokens in the dataset.

3.4.2 Validated Data

Our validated dataset consists of 31,124 sentences. Following are the observations on different

aspects of the validated data:

1. Quantifying Named Entities in the Validated Dataset:

In evaluating the impact of re-annotation on our dataset, a notable shift is observed in the

distribution of named entity tags. The validated dataset reveals a decrease in the ratio of

named entity tags from 15.1% in the annotated dataset to 12.2%. This change is attributed to a

meticulous re-annotation process where a focused approach on proper nouns for named entity

tagging was implemented. The observed drop underscores our commitment to precision,

ensuring a more accurate representation of named entities in the dataset.

Figure 3.7 shows the occurrence of named entities after validating the dataset.

2. Distribution of Named Entity Categories:

Figure 3.8 illustrates the relative occurrences of each tag in the annotated data. Upon com-

parison with the validated data, the overall ratio remains consistent, with a noteworthy ob-

servation: the LOC (Location) tags have been slightly surpassed by the OBJ (Object) tags.
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Figure 3.7: Ratio of Named Entities vs Non-NE tokens in the dataset.

3.4.3 Existing Data

3.4.3.1 The B-NER Dataset

For our research, we leveraged the B-NER dataset, a comprehensive collection of sentences sourced

from diverse sources such as blogs, news articles, forums, and Wikipedia. The dataset creation

process involved web crawling, targeting newspapers, blogs, and forums. Initially, around 100,000

sentences were collected, and after filtering out code-mixed texts and sentences with spelling errors,

the dataset was refined to 22,144 sentences containing 297,409 tokens.

The B-NER dataset encompasses 8 named entity (NE) categories, divided into 17 tags includ-

ing ’B-geo,’ ’O,’ ’B-gpe,’ ’B-per,’ ’I-per,’ ’B-tim,’ ’B-org,’ ’I-org,’ ’B-art,’ ’I-art,’ ’I-tim,’ ’B-eve,’
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Figure 3.8: Distribution of each type of token in the dataset.

’I-eve,’ ’I-geo,’ ’I-gpe,’ ’B-nat,’ and ’I-nat.’ The dataset adheres to the BIO tagging scheme, in-

spired by the Groningen Meaning Bank (GMB), where the beginning token of an entity is tagged

as ’B-entity name,’ and the subsequent tokens are tagged as ’I-entity name.’ Tokens not associ-

ated with any of the eight entity types are labeled as ’O.’ The dataset’s design ensures a structured

representation for effective named entity recognition (NER).

A visual representation of the tag frequencies in the B-NER dataset is presented in Figure 3.9,

highlighting the distribution of entity types within the dataset.

Figure 3.9: Distribution of each type of token in the B-NER dataset, adapted from Haque et al(2023)

-18-



3.4.4 Combined Dataset

In pursuit of a more expansive and diverse dataset for our experimentation, we embarked on a

strategic integration of the B-NER dataset with our recently validated dataset. This collaborative

effort aimed to leverage the strengths of both datasets while addressing specific nuances in their

tagging schemes.

Notably, the B-NER dataset introduced unique tags such as ’B-art’ and ’I-art’ to denote artifact

names. To reconcile this divergence, we seamlessly mapped these tags to our ’OBJ’ category,

which encapsulated a similar semantic space of object-related terms. This harmonization not only

enhanced the richness of our dataset but also provided a unified framework for handling diverse

entity types.

Another significant alignment involved the representation of events (’B-eve,’ ’I-eve’) and nat-

ural phenomena (’B-nat,’ ’I-nat’) in the B-NER dataset. Recognizing the overlap with our ’TIM’

(time) category, encompassing events and natural occurrences, we strategically converged these

entities under a cohesive umbrella. This deliberate mapping aimed to create a more cohesive and

interoperable dataset, laying the groundwork for nuanced named entity recognition tasks.

To navigate the challenge of different IOB (Inside, Outside, Beginning) tagging schemes—B-

NER using IOB and our dataset utilizing IOBE — we executed a meticulous transformation. In

the merged dataset, we systematically converted our ’E-entity’ tags to ’I-entity’ tags, aligning with

the B-NER dataset’s tagging convention. This careful maneuver ensured a seamless integration,

fostering a dataset with consistent tagging patterns crucial for cross-domain NER tasks.

To elucidate the harmonization process, we present the detailed tables 3.4 and 3.5 showcasing

the conversion of tags between the two datasets:

B-NER Tags Our Tags
B-art, I-art OBJ

B-eve, I-eve, B-nat, I-nat TIM

Table 3.4: Adjustments made to the B-NER dataset for merging with our dataset
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Our Tags Adjusted Tags
E-ORG I-ORG
E-PER I-PER

Table 3.5: Adjustments made to our dataset tagging scheme for the merging

This meticulous integration not only addresses disparities but also enhances the overall co-

herence of the combined dataset. We obtain a combined dataset of 53,763 sentences for further

experimentation.

3.4.5 Synthetic Data

To augment our annotated dataset and enrich the diversity of our training data, we employed a rule-

based approach for synthetic data creation. Leveraging a collection of 500,000 people’s names, we

systematically crafted sentences and annotated them using rule-based tagging methods. This ap-

proach resulted in the addition of approximately 700,000 sentences, each containing named entities,

to our synthetic dataset.

Sample from Synthetic Dataset:

As part of our synthetic data generation process, we present a brief excerpt to showcase the di-

versity and structure of the artificially created sentences. This sample includes a subset of sentences

along with their corresponding named entity tags:

1. Sentence 1:

• Text: ”েমাছেলহ উিদ্দন বগুড়া েজলায় বসবাস কেরন।”

• Named Entity Tags: [B-PER, E-PER, LOC, O, O, O]

2. Sentence 2:

• Text: ”রঞ্জন েচৗধুরী গত বুধবার ঢাকা এেসেছন।”

• Named Entity Tags: [B-PER, E-PER, TIM, TIM, LOC, O]
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3.5 Word-Based Data

Our dataset comprises a total of 315,168 words, including duplicates. Upon removing duplicates,

we are left with 38,363 distinct words. In the development of our word-based dataset, we opted for

a straightforward approach—associating each word with its most frequent tag. While this method

simplifies the dataset, it introduces a loss of context and potential ambiguity in tag assignment. The

word-based dataset offers potential applications for experimenting with classical machine learning

models, though we haven’t conducted such experiments in this study.

Additionally, we can provide the corresponding word count for each of the tags, offering a more

detailed perspective on the distribution of tags within the word-based dataset in table 3.6.

Tag Number of Unique Words
B-ORG 1551
B-PER 1788
E-ORG 684
E-PER 882
I-ORG 567
I-PER 461
LOC 2640
OBJ 3594
TIM 1477
O 31452

Table 3.6: Number of Unique Words in Each Tag
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Chapter 4

Methodology

The methodology section outlines the following steps: Dataset preparation, Model Training, Model

Evaluation, Experiment and Analysis in Named Entity Recognition (NER) model. After develop-

ing NER dataset, the aim of using the BanglaBERT [1] and Indic-Bert [25] which are transfer

learning based model.

4.1 BanglaBERT on Validated Data and Combined Data

BanglaBERT, a Natural Language Understanding (NLU) model built upon the foundation of BERT

[26] architecture which stands for Bidirectional Encoder Representations from Transformers, is a

state-of-the-art language model designed to capture contextual information from text. BanglaBERT

also employs a transformer architecture, characterized by multiple layers of self-attention mecha-

nisms that allow the model to effectively understand and represent contextual relationships between

words in a sentence.

To pretrain BanglaBERT, a comprehensive dataset known as ’Bangla2B+’ was compiled. This

dataset is generated by crawling a diverse collection of 110 popular Bengali websites, resulting in

a rich and varied source of Bengali text.
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The illustration on figure 4.1 sheds light into the detailed architecture of the BanglaBERT

model.

4.2 Data Preprocessing

The process of preparing and formatting the labeled Named Entity Recognition (NER) dataset is a

crucial step in the journey of model development. This section explains the careful steps we took

to convert raw data into a structured format suitable for training and evaluating the BanglaBERT-

based NER model.

4.2.1 Getting the Data Ready

We started by keeping our labeled NER dataset in a MongoDB database. This acted like a safe

storage place where we could put and get back our dataset easily.

4.2.2 Asking for the Data Using API

To get the data out of the storage, we used API requests. Think of it like asking the database nicely

for the data we needed. The data came back in JSON format, which is a simple way to organize

information.

4.2.3 Turning JSON into Tables

We wanted to make things even neater, so we turned the JSON data into something like tables using

CSV format. This made the data easier to work with and helped us remove unnecessary parts.

4.2.4 Cleaning Up: Removing the Garbage Data

We did not require all the words and tags in the dataset, so we cleaned them up by removing the

redundant things. This step helped us keep only the important information.

4.2.5 Making it Fit for the Model

The BanglaBERT model takes a special kind of data format called JSONL. So, we changed our

cleaned-up CSV data into JSONL format. This way, the data was ready for the BanglaBERT-based
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NER model to use.

4.2.6 Dataset Split

The dataset was divided into three distinct subsets:

• Training Set (80%): Used for training the model.

• Validation Set (10%): Employed to fine-tune model parameters and prevent overfitting.

• Test Set (10%): Used to evaluate the model’s performance on unseen data.

Dataset Train Validation Test Total
SUNER 25638 2849 3166 31653
SUNER + B-NER 43547 4839 5377 53763

Table 4.1: Dataset split for BanglaBERT

The Table 4.1 shows the split count of our dataset and the combined form of our dataset and

the B-NER dataset. it shows that our dataset SUNER is split into 25638 training samples, 2849

validation samples, and 3166 test samples, for a total of 31653 samples. The combined form of

”SUNER + B-NER”, shows that the dataset is split into 43547 training samples, 4839 validation

samples, and 5377 test samples, for a total of 53763 samples

4.3 Model Training and Evaluation

In the first phase, the model underwent an initial training period spanning 10 epochs. During this

period, the model was exposed to the labeled dataset, learning to identify and categorize named

entities embedded within the text. Following the initial training, the model’s efficacy was evaluated

using the validation set. This evaluation centered on a crucial metric known as eval_loss, which

indicated how well the model performed on the validation data. A rising trend in eval_loss beyond

a certain epoch count hinted at overfitting, where the model might become too specialized for

the training data. To address this, a second training phase was executed, lasting for 2 additional

epochs. This fine-tuning phase aimed to further enhance the model’s performance while preventing

potential overfitting. This meticulous approach ensured that the model’s generalization capabilities

were optimized for a wide range of unseen data.
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Following the training phases, the trained model was tested using the independent test dataset.

This allowed us to assess its ability to generalize and accurately predict named entities in unseen

text.

4.4 IndicBERT on Validated Data

The Indic BERT model is based on the ALBERT [27] model, a recent derivative of BERT. It

is pre-trained on 12 Indian languages: Assamese, Bengali, English, Gujarati, Hindi, Kannada,

Malayalam, Marathi, Oriya, Punjabi, Tamil, Telugu. To get the performance of our dataset we

use this multilingual model. We take the help of simpletransformer [28] system to load the model

architecture from huggingface [29].

4.4.1 Dataset Preparation

The data format is similar to our csv format where each row contains a sentence and one token with

its true label. To fit the model instead of sentence we have to convert it to sentence_id, tokens to

words and labels.

The dataset was divided into three distinct subsets:

• Training Set (80%): Used for training the model.

• Validation Set (10%): Employed to fine-tune model parameters and prevent overfitting.

• Test Set (10%): Used to evaluate the model’s performance on unseen data.

Train Validation Test Total
25638 2849 3166 31653

Table 4.2: Dataset split for Indic-bert

The table 4.2 shows that after splitting our dataset we got 25,638 train data, 2,849 validation

data and 3,166 test data.

4.4.2 Model Training and Evaluation procedure

The training process was configured with a train batch size of 16, facilitating efficient utilization
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of computational resources and batch-wise gradient descent optimization. Additionally, an evalu-

ation strategy was employed, whereby the model’s performance was evaluated periodically on the

validation set to monitor training progress and prevent overfitting. The model underwent iterative

training over a total of 20 epochs, with each epoch comprising a complete pass through the training

dataset. During each epoch, the model was exposed to batches of training data, and the gradients

of the loss function with respect to model parameters were computed and utilized to update the

model weights via backpropagation.
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Figure 4.1: Encoder’s Structure of Bangla-BERT and weight sharing mechanism. The right en-
coder is to develop the Bangla-BERT pre-training model using BanglaLM unsupervised dataset.
The left encoder accepts the trained parameters from the pre-trained model(right encoder) and is
used as fine-tuning for downstream tasks adapted from Kowsher et al. [1]
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Chapter 5

Results and Discussion

5.1 Results on BanglaBERT on our Validated Dataset

After running the baseline BanglaBERT model in our dataset, we found the following performance

metrics, illustrated on the table 5.1.

Metric Value
Predict Weighted Avg F1 Score 0.6707
Predict weighted Avg Precision 0.677
Predict weighted Avg Recall 0.6736

Table 5.1: Performance Metrics for Training BanglaBERT

The obtained metrics shown in Table 5.1 give insights into the model’s overall performance

on our validated dataset. The predicted weighted Avg F1 Score of 0.6707 reflects the balance

between precision and recall, indicating a reasonable level of accuracy. The model was evaluated

on a dataset of 4151 instances, and the predicted weighted average Precision of 0.6777 highlights

its ability to correctly identify positive cases. The predicted weighted average recall of 0.6736

signifies the model’s capacity to capture a significant proportion of actual positive cases. These

scores collectively contribute to understanding the model’s effectiveness in BanglaBERT training.

Table 5.2 presents the average F1 scores achieved by the trained model on the test dataset across

different named entity categories.

The average F1 scores are reported for the following named entity categories:
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Tags Avg F1
PER 0.736
ORG 0.619
LOC 0.715
TIME 0.604

Table 5.2: Performance Metrics for each label in BanglaBERT

• PER (Person): The model attained an average F1 score of 0.736 for identifying and classi-

fying person names within the text.

• ORG (Organization): For recognizing organization names, the model achieved an average

F1 score of 0.619, indicating its capability in discerning organizational entities.

• LOC (Location): In terms of identifying location names, the model demonstrated profi-

ciency with an average F1 score of 0.715, signifying accurate localization of geographic

entities.

• TIME (Time): The model exhibited competence in recognizing temporal entities, achieving

an average F1 score of 0.604 for time-related expressions.

5.2 Results on BanglaBERT on our Merged Dataset

We further experimented with the BanglaBERT model leveraging the combined dataset obtained

after processing and merging our validated dataset and the B-NER dataset.

Metric Value
Predict Weighted Avg F1 Score 0.7843
Predict weighted Avg Precision 0.7826
Predict weighted Avg Recall 0.7865

Table 5.3: Performance Metrics on combined dataset in BanglaBERT

The metrics found in the experiment are shown in table 5.3. By merging our dataset with the B-

NER dataset, we observed a significant improvement in the performance of our model. This finding

suggests that enriching the training data with additional labeled examples led to a more robust and

generalizable model. This can be attributed to the increased exposure to diverse linguistic patterns
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and named entity variations, enabling the model to better capture the intricacies of named entity

recognition.

Tags Avg F1
PER 0.859
ORG 0.730
LOC 0.825
TIME 0.683

Table 5.4: Performance Metrics for each label on combined dataset in BanglaBERT

Table 5.4 presents the average F1 scores achieved by the trained model on the test dataset across

different named entity categories.

The average F1 scores are reported for the following named entity categories:

• PER (Person): The model attained an average F1 score of 0.859 for identifying and classi-

fying person names within the text.

• ORG (Organization): For recognizing organization names, the model achieved an average

F1 score of 0.730, indicating its capability in discerning organizational entities.

• LOC (Location): In terms of identifying location names, the model demonstrated profi-

ciency with an average F1 score of 0.825, signifying accurate localization of geographic

entities.

• TIME (Time): The model exhibited competence in recognizing temporal entities, achieving

an average F1 score of 0.683 for time-related expressions.

it also proves that combining the dataset also improves the performance of predicting each

labels correctly.

5.2.1 Results on indicBERT on Validated Dataset

Metric Value
F1 score 0.65

Table 5.5: Performance of Indic-bert on Combined Dataset
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The table 5.5 shows that the evaluation of the Indic-Bert model for our dataset yielded an

average F1 score of 0.65. While the model demonstrated competency in identifying named entities

within Bengali text, achieving a respectable F1 score, it is noteworthy that this performance does

not surpass the results obtained by state-of-the-art models reported in the literature.
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Chapter 6

Conclusion

In this study, we embarked on the journey of building a comprehensive dataset for named entity

recognition tasks. With painstaking efforts, we collected a dataset containing a substantial corpus of

73,000 sentences. Among these, we meticulously annotated 52,200 sentences and further validated

31,000 sentences marking the entities that characterize the text.

Our initial analysis involved applying the BanglaBERT and indicBERT models as a baseline

for named entity recognition. The results have illuminated the significant room for improvement

that lies ahead.

As we proceed, there are numerous avenues we intend to explore in order to enhance our results.

To further improve the performance, we envisage several strategies. We aim to enrich our

dataset further, incorporating more diverse and domain-specific sentences. Tuning hyperparame-

ters and experimenting with different models, including ensemble methods, will be instrumental

in refining our approach.

Our contributions thus far have been substantial. Our dataset has the potential to develop into an

effective tool for testing and refining named entity identification models. Additionally, our ongoing

efforts in annotator validation signal our commitment to elevating the quality and reliability of our

annotations.

While we know that our journey has only just begun, we are determined to improve our per-

formance and impact. We are convinced that by pursuing these approaches attentively, we will get

improved results, ultimately contributing to the improvement of named entity recognition and its

applications in natural language processing.
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Chapter 7

Future Work

As we conclude this phase of our research, our journey forward holds a plethora of exciting oppor-

tunities for advancement in the field of named entity recognition. The avenues we intend to explore

include:

1. Exploring Cutting-Edge Models: In our pursuit of enhancing accuracy, we will delve into

the application of state-of-the-art machine learning models, particularly transformer-based

architectures. The integration of pre-trained language models promises to imbue our entity

tagging process with heightened robustness and context sensitivity. Our literature review

indicate that using different BERT base models like sagorBERT, and mBERT models can be

used for NER tasks for Bangla language although these are more appropriate for multilingual

natural language processing.

2. Completing Validation on Data Annotation: Our ongoing validation of dataset annotations

is a critical step toward refining the quality of our dataset. By rigorously validating each

annotation, we aim to rectify errors, ensuring the accuracy and reliability of the final dataset.

3. Exploring Ensemble Techniques: Ensembling, a powerful approach, beckons us to explore

its potential in our context. By combining predictions from multiple models, we aspire to at-

tain heightened performance metrics, potentially unlocking new levels of precision in named

entity recognition.

4. Merge NER Datasets: Our vision extends to amalgamating diverse named entity datasets
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into a unified resource. This larger dataset will be an invaluable asset to the natural lan-

guage processing community, facilitating training and evaluation across a wide spectrum of

applications.

5. Harnessing Data Augmentation: In our quest to fortify our dataset, we’re excited to im-

plement data augmentation techniques. These techniques hold the promise of enriching the

dataset by generating variations, thus contributing to model resilience and adaptability. We

plan to refine our process of generating the synthetic dataset, so it can contribute to the

model’s performance.

The journey ahead is marked by innovation, exploration, and relentless dedication to advancing

the boundaries of our work. By embracing these future directions, we hope to contribute signifi-

cantly to the evolution of named entity recognition and its potential to transform the landscape of

natural language processing.
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